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Abstract—Nowadays organizations have perceived the importance of managing customer relationship and its potential benefits. Customer relationship management supports organizations to deliver beneficial relations with customers. Customer satisfaction and retention are the leading objectives of any organization and this cannot be done without knowing the loyalty of the customer. Accordingly, to identify the loyalty of the customers, K-means algorithm was applied to the bank customers' data and clustering was conducted. The customer behavior is estimated by neural network and C5.0 models. Results show that C5.0 better fits the customer behavior. In addition, estimation of customer behavior leads organizations to more successful customer management strategies.
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I. INTRODUCTION

Data mining methodology has a remarkable contribution in extraction of hidden knowledge which has been inherited in the data [1]. The main objective of the research is to provide the ultimate customer satisfaction in banking industry. To do so, customers are clustered by applying K-means algorithm and based on Davies Bouldin Index. Clustering is used to identify patterns of customer loyalty. Consequently, the loyalty degree of the customers is approximated to reach maximized win-win profits.

Following, the studies related to customer relationship management, customer loyalty, and K-means algorithm are reviewed. The Customer loyalty evaluation model is presented and findings are discussed.

A. Customer Relationship Management

Tendencies to customer relationship management (CRM) grew in 1990 [1]. Expansion of relationship with customers may lead to loyalty and retention [2]. Customer relationship management has four dimensions:

- Customer identification
- Customer attraction
- Customer retention
- Customer development [3], [4]

These four dimensions are called the closed-loop customer relationship management [5], [6]. Although this subject has been widely applied in businesses, but there has been no accepted comprehensive definition so far [2], [7]. "A comprehensive strategy and process of acquiring, retaining, and partnering with selective customers to create superior value for the company and the customer", is the definition by Richards and Jones [8]. CRM is the combination of processes from customer attraction to retention which utilizes data mining techniques to maximize customer value [1]. CRM ensures that a slight change in retention rate would lead to significant market share [9]. The first two dimensions of CRM, customer identification and attraction, are costly and confirm the monetary benefits of companies. Although the customer retention is of lower cost for companies, it makes great benefits as well. Reports reveal that numerous companies ignore the latter [10].

B. Customer Loyalty

Firms create loyal customer base to a) keep the number of customers overtime and b) to create the relationship with customers to encourage their future purchase and support level. Firms would manage to increase their profits if equipped with the customers’ loyalty levels. Business researchers announce that a loyal customer brings a sound stream of income for a firm by remaining with the brand [11], [12]. A number of theories are proposed to link relationship and business marketing to the loyalty construct. For instance, it is proven that relationship practices have a direct impact on loyalty of the customers [13]. Other constructs such as "relationship quality, trust, involvement, satisfaction, purchase development, organizational change, and switching costs" are influencers of customer loyalty [14], [15].

Loyalty, or sometimes customer lifetime value (CLV) is estimated by variables recency, frequency, monetary (RFM). These variables are the integrating rate of each cluster, Cj = wRCr + wFCf + wMCm, where wR, wF, wM are the importance of the recency, frequency and monetary variables [16]. Some researchers have proposed a model based on "computing the distance between the
center of a cluster and zero point”. In this model, highest value denotes the most customer loyalty [17].

C. K-Means Algorithm

Clustering is a technique to group homogenous data [18]. A very recognized clustering algorithm is K-means which is sensitive to the starting point (K initial clusters). The performance of clustering methods can be compared by intra-class method shown in (1) [19], [20].

\[ F(x) = \frac{1}{K} \sum_{n=1}^{K} \sum_{c_i} \text{Dist}(C_i, C^*) \]  

II. MATERIALS AND METHODS

A. Methodology

To reach the objectives of the research, four phases of the conceptual model are undertaken as: 1) data selection and preparation; 2) determining customer value and customer loyalty; 3) determining K-optimum by Davies-Bouldin Index (selecting training, testing and validation data from dataset); 4) Customer clustering based on neural networking (NN) and C5.0 techniques and 5) Evaluation of the model output.

The developed methodology has been implemented in a Bank in Iran (Refah). Fig. 1 demonstrates the conceptual model of the research. Detailed phases of the model are described in the customer loyalty evaluation model.

B. Data and Case Analysis

The proposed model is undertaken in an Iranian Bank. Customers' data were randomly extracted for a period of one year from March 2011 to March 2012 from short-term saving accounts. The following parameters were calculated based on the derived data:

- Recency (R)
- Frequency (F)
- Monetary (M)
- Demographic characteristics (gender, occupation and education)

Table 1 shows a small sample of a short-term saving account customer data. As depicted in K-mean algorithm, data are homogenous.

<table>
<thead>
<tr>
<th>Date</th>
<th>Turn Over (M)</th>
<th>Balance</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>05/27/2011</td>
<td>1,000,000</td>
<td>150,000,000</td>
<td>2</td>
</tr>
<tr>
<td>06/02/2011</td>
<td>-10,000,000</td>
<td>151,000,000</td>
<td>1</td>
</tr>
<tr>
<td>06/03/2011</td>
<td>-5,000,000</td>
<td>141,000,000</td>
<td>1</td>
</tr>
<tr>
<td>06/13/2011</td>
<td>30,000,000</td>
<td>136,000,000</td>
<td>4</td>
</tr>
<tr>
<td>06/15/2011</td>
<td>800,000,000</td>
<td>166,000,000</td>
<td>2</td>
</tr>
<tr>
<td>06/18/2011</td>
<td>-1,000,000</td>
<td>966,000,000</td>
<td>1</td>
</tr>
</tbody>
</table>

III. CUSTOMER LOYALTY EVALUATION MODEL

Four customer loyalty factors which are generally included in loyalty models are: behavioral, demographical, environmental and cognitive factors. These factors are extensively applied to model the loyalty of the customers [21], [22]. In this research, data mining techniques were applied and K-means clustering were done to identify the loyalty of the customers (Fig. 1).

A. Data Selection and Preparation

Initially, the dataset for empirical study was selected and pre-process to be cleaned, such as deletion of the records which were missing or possess inaccurate values and elimination of the redundant attributes. This was done to reach to a data format that would shape effective processing for clustering customers.

B. Customer Value and Loyalty

To estimate the customer value, the RFM model was applied. Recency ("How recently did the customer purchase?") frequency ("How often do they purchase?") and monetary ("How much do they spend?") are the variables of this model. So, the customer value is estimated based on RFM model.

C. Customer Clustering and Evaluation

Based on the loyalty value of the customers gender, education and occupation, clustering is done with SPSS Clementine 12.0 (K=3). Table II demonstrates the optimum Davies Bouldin Index. The results are three clusters named gold, silver and bronze. Neural network and C5.0 are independently applied to measure clustering (Tables III and IV) and results were discussed.

<table>
<thead>
<tr>
<th>K</th>
<th>Davies Bouldin Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.07</td>
</tr>
<tr>
<td>4</td>
<td>0.09</td>
</tr>
<tr>
<td>5</td>
<td>0.08</td>
</tr>
<tr>
<td>6</td>
<td>0.08</td>
</tr>
<tr>
<td>7</td>
<td>0.09</td>
</tr>
<tr>
<td>8</td>
<td>0.15</td>
</tr>
</tbody>
</table>
Fig. 2 demonstrates the generated tree of the C5.0 algorithm. Accordingly, it shows the conditional rules of the loyalty. For instance, if the distance from the center of the cluster is equal or greater than 0.113 and the customer is female, they are clustered as disloyal. Or if the distance is less than 0.19 and customers are in the first category of the education, then they are clustered as loyal.

In general, the tree notes that if the distance is less than 0.113, regardless of customers’ gender, occupation and education, customers are disloyal.

### TABLE III. RESULTS OF NEURAL NETWORK

<table>
<thead>
<tr>
<th>Partition</th>
<th>1_Training</th>
<th>2_Testing</th>
<th>3_Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>60.33%</td>
<td>60.10%</td>
<td>60.61%</td>
</tr>
<tr>
<td>Wrong</td>
<td>39.67%</td>
<td>39.90%</td>
<td>39.39%</td>
</tr>
<tr>
<td>Total</td>
<td>60.33%</td>
<td>60.10%</td>
<td>60.61%</td>
</tr>
</tbody>
</table>

### IV. RESULTS AND DISCUSSION

The objective of this research was to cluster the customers of a bank and to evaluate the clustering by neural network and C5.0 algorithms. Clustering was based on the loyalty level, which is homogenous data [18]. According to Table V which summarizes the results of Tables III and IV, it is revealed that validity of train, test and validation data by neural network are 61.33%, 68.18% and 60.61% respectively. Besides, C5.0 delivers 81.33%, 63.64% and 75.76% validity of data.

In overall, C5.0 delivers more precise evaluation than neural network. This might be according to the tree-based nature of C5.0 algorithm [23].

### TABLE V. COMPARISON OF C5.0 AND NEURAL NETWORK

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Data Validity Test</th>
<th>Train</th>
<th>Test</th>
<th>Validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>C5.0</td>
<td></td>
<td>81.33</td>
<td>63.64</td>
<td>75.76</td>
</tr>
<tr>
<td>NN</td>
<td></td>
<td>61.33</td>
<td>68.18</td>
<td>60.61</td>
</tr>
</tbody>
</table>

Results revealed that when RFM model is combined with demographic characteristics and applied by K-means algorithm, remarkable improvement in the accuracy of classification is maintained. This would reach to an admirable customer relationship management.
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