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Abstract—Financial market models, like scenarios sequences 

analysis, deals with exponentially growing data volumes, e.g., 

stock prices and interest rates. Methods to solve these 

problems usually require simulations to cover a time span 

for multiple future periods. Trinomial tree is a technique 

that is based on the projection of different values to the 

price a share could achieve during its lifetime. This work 

aims to demonstrate the benefits of using Graphics 

Processing Units (GPU) to implement a software prototype 

for trinomial tree technique to price options. For this 

purpose, we compare the performance between GPU and 

Central Processing Unit (CPU) implementation’s methods.  

 

Index Terms—trinomial trees, pricing options, parallel 

computing, GPU, financial market 

 

I. INTRODUCTION 

High performance computing is extremely useful in 

finance to solve problems model defined in financial 

market like sequences of scenarios, and the feasibility to 

perform them, e.g., the evolution of stock prices and 

interest rates. From known initial state and covering a 

time span for multiple future periods, these models take 

the form of a tree scenario. For example, to find a 

dynamic evaluation for the probability of three financial 

shares, during the period of 10 years (each share 

described in degrees). The odds could go up or down the 

prices within a year. For this case, a resulting tree 

scenario is arranged over one billion (23
10

) of terminal 

nodes. The computation time required for solving these 

problems may extend for a period of hours or even days. 

Hence, the use of parallel computing to accelerate the 

turn to a solution in a reasonable time is needed [1]. 

Methods to perform simulations for financial markets 

application are extremely intensive alternatives for the 

computational point of view, since it requires creating a 

set of simulations for each sample price of the day 

underlying share [2]. Among these methods, there is a 

numerical evaluation algorithm known as "Trinomial 

Trees". The trinomial tree is a technique that is based on 

the projection of different values to the price a share 

could achieve during its lifetime [3]. The volume of 

calculations used in processing trinomial trees is great, 

demanding efficient implementations.  
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In order to demonstrate the feasibility of using GPU to 

solve financial problems with high computational power, 

a software prototype was implemented for pricing options 

using trinomial trees. 

II. BACKGROUND 

A. Financial Marketing 

Finance professionals have devoted enormous effort to 

understand the process of price formation from securities 

traded in capital markets. In this case, some models were 

developed having a good degree of reliability [4].  

Contract options are fundamentally different from 

other types of futures contracts traded on stock exchanges. 

There are two basic types of options, call options (calls) 

and put options (puts). A call option gives the option 

holder the right to buy a share at a certain price on a 

certain date. In put option, the holder obtains the right to 

sell the share for a specified price at a future date. The 

price agreed between the parties to a contract is known as 

the strike price, and the agreed date for achieving this is 

called the due date [5]. 

There are six factors to influence the prices of options, 

namely: the cash price of the share (S0), the strike price 

(X) time for payment until the due date (T), volatility of 

the stock price (σ) free interest rate risk (r), and dividends 

and bonuses expected during the life of the option (in 

some cases). These factors are the basis for various 

models to price options, where the most famous is the 

Black and Scholes. 

B. Trinomial Trees 

The trinomial tree is a useful technique for pricing 

stock options. This technique creates a diagram 

representing the different paths that can be followed by a 

share price during the life of an option [6]. 

The trinomial model is a model where the price of 

options on the stock is monitored by successive short 

periods of time, from the date the contract until 

settlement is made [7]. At each step, the price may take 

three new values by performing the upward move, 

maintain the value, or downward movement, with their 

probabilities of occurrence Pu, Pm and Pd.. All the 

possibilities a stock price can eventually reach form the 

structure of a trinomial tree. 

Each node of the trinomial tree has three nodes whose 

values are u.S, S and d.S,, and S0 is the value at the root 
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corresponding to the value of the share at time 0. 

Accordingly, u e s represents respectively the volatility of 

the value on the rise (up) and descent (down) in time. The 

structure of a trinomial tree is shown in Fig. 1 [8]. 

 

Figure 1.  Trinomial tree with four steps. 

The trinomial pricing method is based on the Black & 

Scholes model as a continuous variation in prices over 

time. The Black Scholes model allows calculating Pu, Pm, 

Pd, u and d, as specified in equations 1-5. 

∆T is the time difference between two consecutive 

steps in the tree. Note that u.d = 1, and after N steps the 

leaves of the trinomial tree will have (2N + 1) nodes. 

Thus, it is possible to calculate the probabilities using the 

Black and Scholes model. 
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To calculate the value at node Vn we use the formula 

specified in equation 6. The prices we found in Vd, n+1, Vm, 

n+1 e Vu, n+1 are the prices of the three nodes of the new 

value. Accordingly to Black and Scholes model, all 

values of the leaves can be generated using the formula 

shown in Equation 7. 
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where i varies from –n to n 

Computer algorithms to solve securities pricing 

problems require massive computational power [9]. The 

use of parallel computing is necessary for large volumes 

of calculations allowing quickly responses. 

C. GPU Architecture 

Several tools have been developed in order to assist in 

the processes of parallelization of computations required 

for solve problems like securities pricing. CUDA
TM

 

(Compute Unified Device Architecture) library aims to 

provide the processing power of GPUs for generic 

processing to solve many complex computational 

problems in a fraction of execution time compared to a 

CPU. 

GPU is composed of several multiprocessors (currently 

ranging in range 4-30). A multiprocessor consists of eight 

scalar core processors with the function of creating, 

managing and executing operations of concurrent threads. 

To manage hundreds of threads in the execution of 

various programs, the multiprocessor employs a new 

architecture known as SIMT (Single Instruction Multiple 

Thread) based on SIMD (Single Instruction Multiple Data) 

architecture. The multiprocessor maps each thread to one 

scalar core processor, and each thread independently 

executes its instructions. The SIMT multiprocessor 

creates, manages, schedules, and executes threads in 

groups of 32 parallel threads called warps. 

The GPU using CUDA
TM

 can be defining a SIMD 

processor with great power of parallelism, being limited 

only by the amount of available memory on the graphics 

hardware [10]. 

III. METHODS 

A. Resolution of Trinomial Trees on CPU 

The calculations on CPUs using trinomial trees can be 

easily achieved through algorithms operating in serialized 

arrangement. The values of tree leaves using the method 

of Black and Scholes are generated, seeing Fig. 2. 

 

Figure 2.  Calculation for maturity values on CPU. 

The calculations of the upward movement of the tree 

were executed by successive reductions of the tree vector, 

until the value of the root is found, Fig. 3. 
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Figure 3.  Reduction of trinomial tree in CPU. 

B. Solving Trinomial Trees on GPU 

The computation of option pricing using trinomial 

trees in GPUs was conducted in parallel with threads 

controlling to efficient manipulation of memory areas. 

In a first step, the necessary to compute the tree is 

generated in a CPU, and transferred from the host to the 

software device. In GPU, the calculations are parallelized 

for all possible values of options, where each processor 

(in multiprocessor) is in charge for the calculation of each 

respectively option. 

Maturity prices are stored in vectors, and declared so 

that their sizes are always multiples of 16, This software 

device is used to maintain data consistency in memory 

providing performance gains in reading and writing 

operations. The schema is shown in Fig. 4. 

 

Figure 4.  Calculation of maturity values on GPU. 

In Fig. 5, the algorithm to resolution of trinomial trees 

in parallel is described. 

In order to parallelize the pricing algorithm running 

over the whole tree structure, it was necessary to perform 

a geometric decomposition of the tree, in a recursive 

method. The shared memory of the GPU has a maximum 

storage capacity of approximately 4000 floating point 

values. This size is easily exceeded by many steps 

executions of trinomial trees. For example, a tree whose 

evaluation involves a number of 2000 steps will have a 

vector containing 4001 floating point values, exceeding 

memory.  

The data structure of trinomial tree has a original 

recursive pattern and copies geometric decomposition 

"pieces" to the same shared memory. The copied data is 

stored continuously in the global GPU memory. For the 

implementation of the algorithm many sizes were tested 

for geometric "chunks" with the intention to find the best 

configuration to increase in performance. Nevertheless, 

no significant differences were observed. The shared 

memory access provides a time saving factor of 100x to 

150x higher than the access time of the global memory. 

The tree computing is performed to instant zero date 

by loading values leaves in a loop (algorithm, Fig. 3). 

 

 

Figure 5.  Algorithm for solving trinomial trees in parallel on GPU. 

IV. RESULTS 

The hardware used for the computational testing was 

comprised of an Intel ® CoreTM 2 Duo E8400 3 GHz 

processor with 3GB of RAM, graphics card accelerator 

model GeForce 8800 GTS 512's NVidia® manufacturing. 
The video card was used due to the fact that CUDA

TM
 

API support only card generation 8 or higher. The P5K 

Premium motherboard from Asus model was used in the 

tests. This board was chosen because it has 2 PCI Express 

slots with 16x speed. These slots were necessary due to 
the need of installing a second video card to use with the 

monitor, freeing up the resources of the GeForce 8800 

GTS for the execution of tests. 
The platform used for the development of option 

pricing program was composed by Visual C++ 2005 

Express Edition SP1 compiler chosen to be distributed 

free of charge supporting multi languages. The 
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installation was done on Windows XP Professional 32bit 

operating system. CUDA
TM

 the Toolkit and SDK 

CUDA
TM

 both version 2.0 for Windows 32 bit were also 

installed. 

For test, 512 trees with 1024, 2048, 4096, 8192 and 

16384 steps each were used for performance comparison. 

The data of 512 assets required to measure the fair value 

of options at date 0 were generated randomly. 

The time (in seconds) was measured during the 

execution of the calculations in the CPU trinomial trees 

compared to the performance of parallelized algorithm on 

the GPU, Fig. 6. 

 

Figure 6.  Execution times of the GPU and CPU. 

In Table I, the measured values of time (in seconds) 

and the time gain achieved (number of times faster) by 

algorithm execution on the GPU. 

TABLE I. EXECUTION TIMES OF THE GPU AND CPU. 

OPTIONS STEPS GPU 

TIME 

CPU TIME TIME 

SAVING 

 
 

512 

1024 0,038 2,130 56,05 
2048 0,149 7,050 47,32 

4096 0,589 27,510 46,71 
8192 2,340 101,440 43,35 

16384 9,330 380,270 40,76 

During testing CUDA
TM

 on GPU we measured the 

percentage of CPU usage. We could observe 

approximately 50% of E8400 CPU being used throughout 

the program execution of GPU. Consequently, one of the 

cores was 100% used in this process. The CPU remains 

all the time running, performing checks, and awaiting the 

GPU complete kernel executions, Fig. 7. 

 

Figure 7. 
 

CPU utilization while executing GPU.
 

Analyzing the results obtained, we can find that the 

program execution on the GPU showed far superior 

performance compared to the same algorithm running on 

CPU. We could observe gains of 40 times in time 

performance over 17.000 steps execution. 

V. CONCLUSIONS 

The programming of generic applications on GPU can 

allow the use of several techniques to assist the process of 

optimization. The use of graphics processors for highly 

parallelizable applications as a means of maximizing 

existing resources proved to be efficient for algorithm 

performance. 

We concluded the use of graphics processing units 

(GPU) as a viable alternative for working with high 

performance computing in financial market models, such 

as pricing options. 
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